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Lecture6 Linear Constant Coefficient Difference Equations With Limitation on Using them Causally
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Key questions

* Given a;'s and by's, how do we calculate the impulse response of this system?
* How do we ensure that the system is stable, in a certain sense?

The answer to the second question is that the roots for the polynomial (L A(z) =0
all need to be inside the unit circle; that is, if A(zp) = 0, we must have |z,| < 1. We will
explain by examples.
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@ Fibonacci Sequence as an Example
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Solution by z-transform tricks

Consider the system y[n] = y{n— 1] + yin- 2] + x[n]. Let’s calculate its impulse response
h{n]. By definition, we can write

hin) = hin-1]+hin-2)+68(n).
By z-transform, we have
H@(1-z"-z%=1

Thus,
1

A= T-z1-22  (l=-piz )(-pz V)’

where p; and p; are the two roots to A(z) = 1 - z1-z2
Exercise: Calculate py and p,.
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Solution by z-transform tricks (Cont'd

The next trick is to perform partial fractional decomposition — if A(z) does not have any
multiple root LA and B(z)'s order PA%{ is lower than that of A(z), then B(z)/A(2) can be
written in the following form,

where py’s are the roots of A(z) and as need to be determined."

Exerclse: Calculate ay's for the case B(z) = 1 and A(z2) = 1 -z =272,

IThe situation is a bit more complicated if A(z) has any multiple roots.
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Standard trick:
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partial fractional decomposition

Now, the next trick is to apply the following identity (with a leap of faith),

ag

=T sa(l+pz "+ iz 4 gz @)
- Pk

The equality will hold as long as |z| > |pil. Applying this to Eq. (3), we have
(1+v5)/2v5  (1-V5)/2v5

H@ = - (5)
- 1- ()
Rf1+v5 , 1-V5 -n
= = 6)
»;)( 25 " 2 =
= Y hinz™" ™
n=0
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Discussion: Region of Convergence (RO(

* What we have obtained is an expansion of H(z) as a power seriesof z”'.

* Eq. (6) holds over the region |zl > max{|py|,|p2) = '—'Z‘L’

* By comparing the coefficients on the two sides? of Eiq. (7), we have a general
expression for hiln).

* The region (|2l > ’f'zﬁi < Cis called the region of convergence (ROC) of this causal
system.

* Note that the ROC does not include the unit circle (/2] = 1}. In other words, the
Fourier transform of h[n) does not exist.

21his Is a basic property of power serles.
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Note that limy,.. hln) does not converge. Therefore, the system is not stable in the
bounded-input bounded-output (BIBO) sense.

Even though Fibonacci sequence is fun to study, in principle we avoid designing an LTI
system that is not BIBO stable.

Therefore, when given an LCCDE in the form of Eq. (1), we want to check if any of the
roots pj of A(z) is outside the unit circle. If |pj| > 1 for a certain j, the LCCDE will have a

diverging impulse response as n approaches infinity.

The roots of A(2) are called the poles 8 of the system.
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Exercise

Suppose that we have an LT system with impulse response h[n] and system function
H(z) = B(z)/ A(z) where B(z) and A(z) are polynomials of z~'. Assume that the system is
causal and BIBO stable. Which of the following statements are true?

© All the poles of the system are inside the unit circle.

@ The Pourier transform of h(n) exists.

© limy,.oo hiln) = 0.

© H(z) converges over the entire complex plane except at z= 0.
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T'his is not recommend

If we begin with y[n] = y{n— 1] + y{n— 2] + x[n), we can re-organize it as
yin=2] = yin| = yln-1] = x(n]. Since the equation holds for all n, you can substitute n by
n+ 2 and obtain the following result:

yinl ==yln+1]+yln+2] = xin+2).

Mathematically this is not wrong; it is just not “recommended” because it can lead to a
problematic interpretation in terms of programming. This line of “code” requires that
the present output y{n] depends on future output samples y{n+ 1) and y(n +2) as well as
the future input sample x{n+ 2], In other words, the same equation also defines a
non-causal system.

In this course, we will not further develop this way of rewriting an LCCDE because it is
impractical in my opinion.
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T'his is not recommended: Let the time go backward

If we begin with y[n] = y{n— 1] + y{n—2] + x[n), we can re-organize it as
yin=2] = yinl = yln-1] = x(n]. Since the equation holds for all n, you can substitute n by
n+ 2 and obtain the following result:

yinl ==yln+1]+yln+2] - x{n+2).

Mathematically this is not wrong; it is just not “recommended” because it can lead to a
problematic interpretation in terms of programming. This line of “code” requires that
the present output y{n) depends on future output samples y{n+ 1) and y(n+2) as well as
the future input sample x{n + 2], In other words, the same equation also defines a
non-causal system.

In this course, we will not further develop this way of rewriting an LCCDE because it is
impractical in my opinion.
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© Infinite impulse response (IIR) filters
* Implemented by LCCDE

* Advantage: Usually has a smaller computation load than FIR filters that meet the

same specification (to be elaborated later)
* Drawback: Group delay is not constant #dispersion

@ Finite impulse response (FIR) filters

* Implemented by convolution; computation load can be reduced via fast Fourier

transform (FFT)

* Two methods will be covered: the window method, and the optimal method
* Commonly used windows also include two kinds: the cosine family, and the Kaiser

family.
* Advantage: Linear-phase design, i.c., constant group delay

T  mwewD® | Overview of Loctase TAA $ Pier Devign Methods
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The idea is to borrow from an analog prototype using bilinear transformation.
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Figure 1: A mapping between the s-domain and the z-domain; s = s(2)
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Figure 2: Note that Q€ (0,00) is mapped to 0 s w < 7.
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The idea is to approximate the ideal filter, but make its length finite. In Homework 2
Problein 1, you have seen that

sinw n n#£o

Klll]={ L

S n=0
is the impulse response for an ideal low-pass filter with a cutoff frequency at w,.
Then, truncate g(n] at =N < ns N; that is, let’s define

gln), -NsnsN

hwln) = { 0, elsewhere.

This can already be called a “design”, but we can do better by multiplying hy(n) with a
window function wy, [(n]. (zp stands for “zero-phase”)
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Figure 3: Here, M = 2N, and wyp|n] = win- NJ.
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Question: How do we state the design goal(s)?
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Figure 4: Tolerance scheme and design parameters. §,,,5,: Passband tolerance. §,: stopband
tolerance. wp: edge frequency.
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It turns out that filter design can be formulated as minimax problem:
Find (i.e., design) (h(0], h(1],..., h{L]} such that

max|E(w)|
weF

is minimized, where E(w) denotes a user-defined error function.

The optimization process requires applying the alternation theorem in polynomial
theory, and a clever use of the Chebyshev polynomial T (x) := cos (ncos™" x).
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Lecture 6: Linear Constant Coefficient Difference Equations

With Limitation on Using them Causally

Prof. Yi-Wen Liu
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The following equation defines a causal LTI system with input x{n) and output y{n):

M N
ynl=Y —ayin-K+ ) bxin-ki, m
= =)

where coefficients ag’s and by's are real-valued constants. We call this a linear constant
coefficient difference equation (LCCDE).

We can take the z-transform on both side, and define a system function as follows,

2)
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