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Lecture10 The Short-time Fourier

TransformlIntro. to DSP — Lec 11

Lecture 10:
The Short-time Fourier Transform
Prof. Yi-Wen Liu

EE3660: Introduction to DSP
Last updated May 13, 2025
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Need for another kind of Fourier transform —
because DTFT is not useful in many applications
« Query by humming (e.9., soundhound.com)

- Speoch coding over Internet
(0.9. Skype, LINE call, FB messanger call)

- Automalic transcription of music

Notes:
In the real world, sounds are not stationary J5Z IR,
Howevor...

DTFT requires Infinite sum over time.
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Highlight of this lecture: the spectrogram

I Rhapsody In Blue @
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A: The discrete Fourier transform (DFT)
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Short-time Fourier transform: converting a sound to an image

X(w,m) = i wn]xz(n + m] exp(—jwn)

n=—oo

win]: a window with finite number of non-zero points.
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Explaining X (w,m) = f: w(n)z(n + m] exp(—jwn)

n=-— o0

Ralsed cosine window
(also called Hann window)
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Explaining X (w,m) = Z w(n]z[n + m] exp(—jwn)

Ralsod cosine window
(also called Hann window)
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n=-—oo

X(w,m) = Z wn)z[n + m|] exp(—jwn) @
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*  When visualizing STFT, we often discard the phase.
+  Time and frequency resolution depends on
the cholce of window.

Time and frequency resolution:
a better example
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Summary:
sounds are time-varying spectra as we hear them.

[ Rhapsody In Blue
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Discrete Fourier Transform (DFT)

Definition: Assume that a block of signal s contains L points,
0
8i== [80) Sy oeeny 3L—l]

The DFT of s Is defined as a discrete spectrum S that also contains L
points:
L—1

Sk = Z 8, OXP (—jk?g-n) s k=0,1,2)...,—=1.
=)
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Why is this called discrete Fourier transform?

: Because the discrete FT is the discrete-time FT

sampled in frequency,
L1
2
Sy = E 8y OXP (—jkT’rn)

N

=S| _, -

Relation between DFT and DTFT
- DFT is DTFT sampled in frequency.

- Remarks:

For a finite-length signal:

DTFT Is the limit of DFT
when L approaches infinity.

* zero-padding

Matrix representation of DFT
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Note that:
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Meanings and properties

E._, = [So, 81, -, SI;—I]T - Fd

DFT Is a linear transformation. 2

'
» . eLel l Jol-Tor.
Rows of the matrix F are I R : -
orthogonal IEZSf4). DI B ey SR A B
L]
. [T
. _:,z(._
A i &
Wetpameny = MWW
DFT is a projection onto a new coordinate system
S(0) 1 1 1 FuE 1 50
S(2r/L) 1 w. AT Apbmiaggn 8y
S(an /L) 1 w* w? (I wall~1) 82
1 wbi=! ”,-.ul., 1) wil 1.)\‘1, 1) 871
Notes:

1. Each row represents a basia vector.

2. Wao calculate their Inner products with the signal

3. Fourior transform Is a change of basis from ime to frequency.
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2B: The Fast Fourier transform (FFT)
and its inverse

Regarding the computation load

Recall that
5(0) TR 1 S 1 0
S2nr/L) 1 w w? Ty wh=1 1
San/L)| _ |1 w? w S e o wi(L—1) S50

1 wi=) @AL=-v) . =1 (L=1) PrSar

Therefore, direct computation involves L? multiplications.

Is there any way we can reduce the computation load?

The fast Fourier transform (FFT)

It turns out that it Is possible to reduce the computation from O(N?)
to O(N log,N), and this is generally referred to as FFT.

Cooley, J. W. and Tukey, O. W. "An Algorithm for the Machine Calculation of
Complex Fourler Serles.” Math. Comput. 19, 297-301, 1965,

Often named one of the 10 most Important algorithms in history.

Original algorithm is most efficlent if N = 2P a.g. N = 1024,
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Architecture of the FFT*
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Fig. 9-9 of Oppenheolm/Schalor DSP toxibook
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Source coda acauired from
Mip:vwww loxnmple notmoadintikz/examplos/ TEX radix2M tox

Alternative implementations™
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- Xin

Koy
X(n
X(i5)

__length of | | diract matrix: N* | FFTI N | { ol ]
8 04 24 207x
o4 4,000 384 10067x
1024 =~1,000,000 10,240 ~=100x
.
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